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Introduction
Orientation
The motivation for conducting this study was the realisation that many latent variable 
measurement models of theoretical constructs published in social sciences journals might be 
flawed because of deficient model testing (Greiff & Heene, 2017; Hayduk, 2014; Hayduk, 
Cummings, Boadu, Pazderka-Robinson, & Boulianne, 2007; Ropovik, 2015). Of importance is that 
deficient model testing has a direct impact on the reproducibility and replicability crises in 
psychology (Ropovik, 2015). Ropovik (2015) reports that 80% of accepted models may be 
statistically flawed and that only 3% of researchers inspected the residual matrix for local 
misspecification. Greiff and Heene (2017) reported that in many studies (more than 60%) 
the  chi-square and global goodness of fit (GoF) indices (e.g. comparative fit index [CFI], 
Tucker–Lewis index [TLI], root mean square error of approximation [RMSEA] and standardised 
root mean squared residual [SRMR]) are applied mindlessly without considering the effect of 
local misspecifications on model fit. Hayduk (2014, p. 1) further suggests that ‘many SEM-based 
theories and measurement scales will require reassessment if we were to clear the 
backlogged  consequences of previous deficient model testing’. Although Hayduk’s (2014) 
statement may be considered radical, ignoring a statistical significant chi-square and accepting 
the GoF index results in confirmatory factor analysis (CFA) analyses without doing local indicator 
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techniques, the overreliance on global model fit indices and the dismissal of the chi-square 
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Research purpose: The purpose of this study was to explicate the South African Psychological 
Ownership Questionnaire’s (SAPOS’s) CFA model fit using the Bayesian structural equation 
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(e.g. item cross-loading and correlated residual), misfit 
investigations are contrary to the spirit of rigorous scientific 
investigation and can lead to questionable theoretical 
deductions (Greiff & Heene, 2017; Hayduk, 2014; Ropovik, 
2015). Rules of the thumb associated with GoF indices are at 
their best preliminary interpretations of model fit (Marsh, 
Hau, & Wen, 2004). ‘Ultimately the interpretations derived 
from the local estimated parameters and their defences is [sic] 
a subjective undertaking that requires researchers to immerse 
themselves in the data’ (Marsh et al., 2004, p. 321). This much-
needed meaningful engagement with the data that goes 
beyond considering global fit indices and factor loadings 
may have been a challenge for most researchers and I trust 
this study will inspire researchers to place more emphasis on 
the analysis of local misspecifications.

In line with recent publications (Guay, Morin, Litalien, Valois, 
& Vallerand, 2014; Howard, Gagné, Morin, & Forest, 2018; 
Marsh et  al., 2010; Sánchez-Oliva et  al., 2017), I followed a 
‘methodological-substantive synergy’ approach (Marsh & 
Hau, 2007, p. 152) in this study. This approach entails 
applying methodological developments and innovative 
statistical tools with enhanced precision to complex 
substantive issues that result in advancing theory. Instead of 
merely confirming or disconfirming approximate model fit 
using GoF indices, this approach allows for an ‘enhanced 
capability of digging up empirical evidence of problems in 
models and to look for eventual flaws of the postulated 
theory in order to improve it’ (Ropovik, 2015, p. 7). As 
Hayduk et  al. (2007, p. 843) put it, our theoretical 
understandings of models are best enhanced by ‘diagnostic 
evidence accompanying a model’s failure to fit’. 

The domain of psychological ownership (PO) provided the 
ideal platform for the current study as secondary data from 
a previously published research measurement model as 
well as an independent sample for replication purposes 
were available. Psychological ownership, a subdiscipline of 
positive psychology, has received much attention in 
scholarly literature on psychology and management over 
the past decade (Olckers & Van Zyl, 2017). Empirical 
research shows that PO relates positively to favourable 
individual outcomes (e.g. engagement and job satisfaction) 
and organisational outcomes (e.g. company performance). 
Consequently, PO is considered an important job resource 
(Olckers, 2013).

Psychological ownership is a unique concept that can be 
differentiated from other concepts in positive psychology 
(Pierce, Kostova, & Dirks, 2001), and it is grounded in the 
social psychology of material possessions (Belk, 1988; 
Dittmar, 1992). People who possess PO feel positive about 
tangible and intangible targets of perceived ownership. 
Feelings of PO are linked to individuals’ self-concept; 
therefore, PO elicits a sense of responsibility towards the 
target of ownership (e.g. space, object, job, project and 
entity) (Pierce et al., 2001). Psychological ownership can be 
defined as a self-derived state where individuals feel as 

though the targets (or objects or parts thereof) of ownership, 
such as their job or organisation, are theirs (‘that is mine’). 
The core of PO is the concept of ‘possessiveness’: an 
individual becomes psychologically tied to a target, and the 
target becomes an important part of the individual’s identity 
(‘I am what I have’) (Pierce et  al., 2001). The feeling of 
ownership has important behavioural, emotional and 
psychological consequences: the individual needs, for 
example, to protect, care for and nurture the target. By 
implication, this requires the individual to invest time, 
resources and abilities in the target (the job, the organisation 
and its objectives, structures and processes), leading to an 
increase in productivity levels.

Dawkins, Tian, Newman and Martin (2017) and Avey, 
Avolio, Crossley and Luthans (2009) argue that although the 
delineation of the construct of PO has progressed 
substantially, debates about its theoretical foundation, 
measurement and factors that influence the construct have 
by no means been finalised and are ongoing in the literature. 
More specifically, the measurement models of PO may also 
be a product of deficient model testing and could inhibit 
theory development. Van Dyne and Pierce’s (2004) PO 
measure consists of a single scale of 4–7 items (depending on 
the version) and Avey et al.’s (2009) PO questionnaire (POQ) 
consists of 16 items and five subscales, with each scale 
having 3–4 items. Both these measures are often used in 
research and produce high GoF indices (CFI > 0.96), and Van 
Dyne and Pierce’s (2004) measure showed a non-significant 
chi-square statistic, implying an excellent model fit. 
According to Marsh et al. (2004), it is counter-productive to 
shorten measures of psychological constructs for the sole 
purpose of complying with Hu and Bentler’s (1999) GoF 
indices criteria (e.g. CFI = 0.95). Hu and Bentler’s GoF 
indices criteria for CFA are based on simulations studies 
involving 15 items and three correlated factors. Hu and 
Bentler (1999) acknowledge that the GoF indices’ cut-off 
values have limited generalisability and should be used 
with caution for lengthier measures, different conditions 
and samples sizes. Even the old cut-off values (e.g. CFI = 
0.90) for CFA model fit indices are over-demanding for 
lengthy psychological measures (Marsh et al., 2004). A scale 
with only a few indicators (e.g. two to three) per factor poses 
the danger of representing ‘bloated specifics’ of a much 
broader construct, which would result in less generalisable 
findings because of sample fluctuations (Hsu, Skidmore, Li, 
& Thompson, 2014). This proved to be the case when the 
POQ was tested in three independent studies in South Africa 
and resulted in inconsistent findings (Olckers & Van Zyl, 
2017). Sound factor analysis solutions require at least 4–6 
items per factor to reflect true dimension measurement by 
item pool (Hair, Black, Babin, & Anderson, 2010). 

Given the likely construct validity limitations of Avey et al.’s 
(2009) POQ and Van Dyne and Pierce’s (2004) PO measure, 
the South African Psychological Ownership Questionnaire 
(SAPOS) was developed for use in organisations to measure 
employees’ PO. Development of the SAPOS followed the 
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principles of Hsu et al. (2014) and Marsh, Lüdtke, Nagengast, 
Morin, and Von Davier (2013):

[M]ore is never too much’ when considering factor indicators 
(Marsh et  al., 2013, p. 258) and ‘balancing the desire for a 
parsimonious model with a less parsimonious one in order to 
adequately reflect the reality, the researcher purports to represent. 
(Hsu et al., 2014, p. 150)

The SAPOS consists of 35 items and four subscales, with 
5–16 items per scale. Olckers (2013), in developing the 
SAPOS, relied predominantly on GoF indices and significant 
target factor loadings to conclude that the measurement 
model represented the data reasonably well (CFI = 0.90, 
RMSEA = 0.05). However, the CFI fit index was below the 
‘golden standard’ of good model fit (CFI ≥ 0.95), and the chi-
square statistic was significant (chi-square = [554] 951.772, 
p  < 0.0001), showing an unacceptable model fit. Olckers 
(2013) acknowledged that the chi-square statistic showed a 
poor model fit but argued that the statistic was too sensitive 
to sample size, whereupon the GoF indices were relied on to 
determine the model fit. Unfortunately, the CFI, RMSEA and 
SRMR cut-off values can be notoriously inaccurate and 
inconsistent when analysing more lengthy and complex 
measures such as the SAPOS, as the cumulative effects of 
small cross-loadings and correlated residuals are inclined to 
adversely affect the model fit statistics (Heene, Hilbert, 
Harald Freudenthaler, & Bühner, 2012; Lai & Green, 2016; 
Perry, Nicholls, Clough, & Crust, 2015). No post hoc model 
adjustments (e.g. correlated residuals) were done in the CFA 
analyses to increase the model fit (Marsh et al., 2009). In her 
study, Olckers (2013) did not report investigating the 
parameter misspecifications at the local indicator level as 
signified by a statistical significant chi-square. Therefore, 
any deductions about the plausibility of the CFA 
measurement model solely based on GoF indices and the 
factor loadings may be considered preliminary and 
inconclusive (Marsh et al., 2004).

In summary, probabilistic issues in the assessment of the 
plausibility of measurement models in the social sciences, 
and more specifically PO, include rigidly applying CFA 
techniques (Asparouhov, Muthén, & Morin, 2015), over-
relying on GoF indices (Greiff & Heene, 2017; Ropovik, 2015; 
Saris, Satorra, & Van der Veld, 2009), ignoring the chi-square 
statistic (Barrett, 2007; Hayduk, 2014; Saris et al., 2009), not 
considering the effect of inexact factor indicators from 
questionnaire data on model fit (Asparouhov et al., 2015) and 
not sufficiently examining parameter misspecifications at the 
local indicator level (Greiff & Heene, 2017; Hayduk, 2014; 
Ropovik, 2015).

Research objectives
This study sought to point out the challenges that come with 
the rigid application of CFA techniques, the problem of 
overly generalised CFA model fit indices and the impact of 
imperfect latent factor indicators on measurement models. 
More specifically, its aim was to gain new insights into the 

plausibility of a multidimensional SAPOS measurement 
model through more flexible and meaningful engagement 
with the data and the factoring in of substantive test theory 
principles. In this study, I went beyond evaluating global fit 
indices and target factor loadings to the explicating of CFA 
model misfit. I demonstrated the value of Bayesian structural 
equation modelling (BSEM) as a diagnostic tool for CFA 
model misfit challenges in the assessment of the more 
lengthy and multidimensional SAPOS measurement model 
(Asparouhov et al., 2015).

Bayesian structural equation modelling allows for the 
analysis of simultaneous and cumulative effects of small 
cross-loadings and correlated residuals in the CFA 
measurement model for SAPOS, which could lead to a better 
understanding of the reasons for model misfit and help to 
evaluate whether misfit could be considered substantive or 
not. According to Asparouhov and Muthén (2017:2):

BSEM can be used to parse out meaningful model 
misspecifications from small model misspecifications that can 
also be the cause of model rejections when such small 
misspecifications are in great number, or sample size is so large 
that even small misspecifications are enough to reject the 
model.

Research question
The research question for this study is whether item cross-
loadings and correlated residuals for the SAPOS 
measurement model signify significant and substantive 
parameter misspecifications and whether these justify the 
rejection of the CFA model. The use of BSEM as a diagnostic 
tool for studying the significance and substantiveness of 
model misspecification at a local parameter level is 
demonstrated. 

In the following sections, a critical review of CFA model 
misspecification and misfit is given and the role of BSEM in 
diagnosing CFA misfit is clarified. Brief overviews of BSEM 
as a small-sample factor analysis technique and of the SAPOS 
measurement model are also presented.

Literature review
Confirmatory factor analysis model 
misspecification and misfit
Simulation studies have shown that the GoF indices’ cut-off 
values suggested by Hu and Bentler (1999) cannot be 
generalised to different CFAs and hypothesised latent 
structures and that these values should be used with 
caution (Greiff & Heene, 2017; Perry et al., 2015; Ropovik, 
2015). The sensitivity of the universal cut-off values of the 
chi-square test statistic and GoF indices (e.g. RMSEA = 0.05, 
CFI = 0.95) to detect model misspecifications or Type I 
error rate is dependent on multiple factors, which include 
model type, size of the covariance matrix, violations 
from  multivariate normality, sample size, factor-loading 
magnitude and reliability. For example, it has been shown 
that the behaviour of GoF indices is highly unpredictable in 
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the presence of severe misspecifications and that the 
probability of correctly rejecting misspecified models 
systematically decreases with increasing sample size 
(Marsh et  al., 2004) and decreasing indicator reliability 
(McNeish, An, & Hancock, 2018).

Contrary to the behaviour of GoF indices, the maximum 
likelihood (ML) ratio chi-square value has been shown to be 
overly sensitive in detecting minor misspecifications with 
increases in sample size, indicator reliability, communalities, 
deviations from multivariate normality, the size of the 
covariance matrix and model complexity (Heene, Hilbert, 
Draxler, Ziegler, & Bühner, 2011), and therefore the chi-
square statistics are likely to be ignored by researchers. 
However, a significant ML chi-square could also point to 
large misspecifications, and ignoring this would be to 
erroneously accept an ill-informed theoretical model (Greiff 
& Heene, 2017; Ropovik, 2015). Irrespective of ML chi-
square’s limitations, it can be considered the only valid 
statistical test in structural equation modelling (SEM) that 
tests the null hypothesis that there is no significant 
difference between the model-implied covariance matrix 
and the observed covariance matrix (Ropovik, 2015). 
Therefore, a significant ML chi-square should always lead 
to the investigation of local model parameter estimates, 
such as item cross-loadings and residual correlates. 
Misspecified correlated residuals in measurement models 
are of special concern in the social sciences; they are likely 
to occur because of similar item wording, logical item 
dependencies, overlapping of item content, omitted factors, 
over-factoring (two factors instead of one), nuisance factors 
and unstable factors (Asparouhov et al., 2015; Heene et al., 
2012). Misspecified correlated residuals can falsify 
theoretical assumptions, impact reliability estimates and 
bias criterion-related studies (Heene et  al., 2012). Other 
indicators of model misspecification may include 
convergence problems, unlikely values for estimated 
parameters, inflated standard errors, collinearity, 
insignificant or negative residual variances, standardised 
factor loadings exceeding the -1 to 1 interval and model 
under-identification because of near zero item inter-
correlations (Ropovik, 2015). Researchers must be cautioned 
against accepting CFA models solely based on GoF indices 
showing adequate fit without a careful inspection of the 
substantiveness of misspecifications signified by a 
statistically significant ML chi-square value (Greiff & 
Heene, 2017; Ropovik, 2015). Just one significant 
misspecification may be needed to distort the parameter 
estimates of the entire model without the GoF indices being 
sensitive to the distortion (Ropovik, 2015).

Bayesian structural equation modelling for 
inspecting confirmatory factor analysis model 
misspecifications
Bayesian structural equation modelling is a viable option for 
inspecting the substantiveness of misspecifications signified 
by a statistically significant ML chi-square value. It has 
rightfully been argued that the ML chi-square statistic used 

in CFA modelling of substantive theory applies unnecessarily 
strict criteria for model fit. Confirmatory factor analysis 
models that assume zero item cross-loadings and zero 
residual correlations in factor analysis are considered 
unrealistic when testing the theory underlying 
multidimensional behavioural measurement models 
(Asparouhov et  al., 2015). Well-defined and useful factor 
structures do not necessarily contain pure items that only 
load on single factors (Marsh et  al., 2009; Sass & Schmitt, 
2010). Unidimensionality and pure factor indicators are a 
noble ideal in theory but this ideal is rarely achieved with 
real data in the social sciences (Marsh et al., 2013). The BSEM 
approach is intended to reflect substantive test theory by 
replacing exact zeros on item cross-loadings and correlated 
residuals with approximate zeros through specifying small 
variance priors (Asparouhov et  al., 2015; Asparouhov & 
Muthén, 2017). Freeing all these parameters simultaneously 
in a conventional CFA would lead to a non-identifiable 
model (Muthén & Asparouhov, 2012). Subsequently, it is not 
possible to improve a CFA model fit without subsuming the 
strongly criticised data-driven approach of freeing 
parameters sequentially. In contrast, BSEM informs model 
modification when all parameters (item cross-loadings and 
correlated residuals) with small informative priors are freed 
simultaneously in a single step. With BSEM analyses and 
small variance priors it is possible to evaluate the 
substantiveness of parameter misspecifications and the 
effect thereof on a measurement model. Significant 
misspecifications of around 0.20 for cross-loadings and 
correlated residuals can be considered noticeable and of 
some importance, and a value of around 0.30 is considered 
important in terms of substantive classical test theory 
(Muthén & Asparouhov, 2012). The BSEM technique allows 
for the identification of large, isolated residual correlates that 
can be considered for inclusion in the CFA model to improve 
model fit and identify missing or additional factors (multiple 
substantive correlated residuals are visible) (Heene et  al., 
2012), over-factoring (correlation between two factors is high 
[r < 0.90] with the inclusion of substantive correlated 
residuals for two or more indicators), unstable factors (with 
the inclusion of correlated residuals the factor disappears), 
item redundancy (repetitive or parallel item wording in 
factors showing substantive correlated residuals), nuisance 
factors and irrelevant noise because of the imperfect nature 
of factor indicators (multiple non-substantive correlated 
residuals) (Muthén & Asparouhov, 2012, pp. 7–9). 

The BSEM technique has, however, been criticised by 
Stromeyer, Miller, Sriramachandramurthy and DeMartino 
(2015). Their view is conventional and they have strong 
reservations about the principle of allowing minor cross-
loadings and correlated residuals in measurement model 
testing. In reaction to this criticism, Asparouhov et  al. 
(2015) have made a strong case, supported by simulations 
and case studies, to prove that BSEM is well-entrenched in 
the  principles of classical test theory and provides the 
applied  researcher with a unique and valuable technique 
to study measurement models. Bayesian structural 
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equation modelling is not solely intended to confirm or 
reject the CFA model, but should serve as a diagnostic tool 
to pinpoint and evaluate model misspecifications and 
generate ideas about modifications that can provide better 
CFA model fit (Asparouhov et al., 2015). Although reflective 
techniques on model misspecifications and modifications 
are ample in the frequentist statistical paradigm (Ropovik, 
2015; Saris et  al., 2009), and could even imitate BSEM 
(Rindskopf, 2012), BSEM’s strength lies in allowing all 
parameters to be estimated simultaneously and to have 
small variance priors to evaluate the effect of the 
substantiveness of parameter misspecifications on a 
measurement model. In addition, the simulation methods 
used by the BSEM allow for empirical percentiles (95% 
probability levels) of the posterior distributions of factor 
loadings and correlated residuals, whereas commonly 
implemented frequentist SEM techniques are not based on 
simulations (Rindskopf, 2012).

Bayesian structural equation modelling and 
sample size
According to Muthén and Asparouhov (2012, p. 323), ‘BSEM 
avoids small-sample-size inflation of ML chi-square statistics 
and the statistics’ sensitivity to rejecting models with an 
ignorable degree of misspecification’. Through specifying 
informative small variance priors, model testing is carried 
out using posterior predictive (PP) checking, which is less 
sensitive than the ML chi-square statistic to ignorable degrees 
of misspecification (Muthén & Asparouhov, 2012). With 
informative priors, the BSEM analysis is based on more 
information than is strictly provided in the data, which, in 
the case of smaller sample sizes, has a more pronounced 
impact on the accuracy of estimates and statistical power 
(McNeish, 2016). In contrast, non-informative or diffuse 
priors allow ‘the data to do the talking’, and BSEM and CFA 
provide similar results with large samples (e.g. N = 1000) 
(McNeish, 2016).

Moreover, using BSEM with diffuse priors can be highly 
problematic when applied to small samples, leading to 
biased parameter estimates and insufficient statistical 
power (McNeish, 2016). Information about the most 
suitable priors can be deduced from substantive theory and 
empirical studies that are conducted on a measurement 
model (Muthén & Asparouhov, 2012). It is, however, 
important that informative priors that contribute to 
posterior parameter estimates should be accurate with 
small samples; if not, the resulting estimates could be 
biased. However, research has shown that with the Markov 
chain Monte Carlo (MCMC) estimation and the Gibbs 
sampler, which form part of the BSEM analysis intended 
for this study, priors with a fairly large variance could still 
produce accurate posterior parameter estimates for smaller 
samples (McNeish, 2016). Using simulations studies, 
Muthén and Asparouhov (2012) have shown that BSEM 
with non-informative priors has sufficient power to 
produce accurate factor loadings exceeding 0.30 with 
samples over n = 200. 

The South African Psychological Ownership 
Questionnaire measurement model
The theory and the details of the constructs are described by 
Olckers (2013). However, for the purposes of this article and 
the convenience of the readers, the process followed in 
developing the SAPOS and the model’s key constructs are 
described briefly.

The first version of the SAPOS (Olckers, 2013) comprises 69 
items covering seven constructs: self-efficacy (a person’s 
beliefs about his or her own ability to accomplish tasks, the 
person’s control over outcomes and his or her sense of 
ownership); self-identity (a personal cognitive connection 
between an individual and an object or target, reflecting a 
perception of oneness with the target of possession); 
autonomy (self-regulated influence and control over 
objects, possession and ownership); responsibility (feeling 
of responsibility for the target of ownership and the 
implicit right to control, protect and maintain it); 
accountability (perceived right to hold others and oneself 
accountable for influences on one’s target of ownership); 
belongingness (extent to which individuals feel attached to 
the place of work or feel ‘at home’); and territoriality 
(extent to which individuals are preoccupied with a 
territory or target as their own and do not want to readily 
share it with others). The measure was content validated 
by nine subject matter experts in the field of positive 
psychology and measurement. Factor analysis was 
conducted on a diverse sample of 713 highly skilled and 
skilled employees from the private and public sectors. The 
sample was randomly split into two for the exploratory 
factor analysis (EFA) and CFA analysis. The EFA analysis, 
using half of the sample (n = 354), suggested the use of a 
four-factor model (with 35 items) consisting of identity 
(with self-identity and belongingness items), responsibility 
(with self-efficacy and accountability items), autonomy 
and territoriality. A significant number of items that cross-
loaded or did not load significantly onto the target variable 
were excluded from the final model in the EFA analysis. 
The CFA model using the second half of the sample (n = 
356) is presented in Figure 1. According to Olckers (2013), 
the four-factor model captures the essence of PO ownership 
as reflected in the literature. Unfortunately, the big increase 
in model parsimony going from EFA to CFA often leads to 
an ill-fitting CFA model. Bayesian structural equation 
modelling is confirmatory in nature and has the flexibility 
to avoid the big increase in parsimony going from EFA to 
CFA (Muthén & Asparouhov, 2012, p. 332).

The present study employed BSEM to explicate the SAPOS 
CFA measurement model fit using the original total sample 
from Olckers’ study and to test and explicate the CFA model 
fit on a new independent sample. More specifically, this 
study used the BSEM analysis to inspect the substantiveness 
of the local misspecifications signified by a statistical 
significant chi-square on the measurement model of the 
SAPOS for two independent study samples.
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Research method
Research participants
A cross-sectional survey research design was followed in 
this study. Participants were recruited through non-
probability purposive samples of mostly professional-
level employees from various organisations in both the 
private and public sectors in South Africa. Sample 1 
was  the data set that Olckers (2013) used in her study. 
I  used the data to assess the substantiveness of the 
misspecifications on the local parameter estimates of the 
CFA model. Sample 1 had no missing values. Sample 2 was 
not from Olckers’ (2013) study and the missing values 
were randomly dispersed and all were included in the 
data set. Sample 2 was used to replicate the enquiry 
processes followed in  Sample 1. Influential outliers were 
identified using Mahalanobis, LogLikelihood, Influence 
and Cooks distance tests. Excluding the most influential 

outliers from the data sets had a negligible effect on the 
ML robust model fit statistics and parameter estimates for 
the CFA models. Both data sets with outlier cases were 
consequently retained.

Sample 1 consisted of the data used for the initial development 
of the SAPOS (Olckers, 2013). For the purpose of this study, 
the data sets of the two samples used, respectively, for EFA 
and CFA were combined. The total sample consisted of 712 
respondents of which 41% were men and 49% were women. 
Of the sample, 60% were white respondents and 32% were 
Africans. The average age of the respondents was 40 years. 
Approximately 91% of the sample had obtained a tertiary 
education. Of the respondents, 68% functioned on a 
managerial level. In terms of employment tenure, 44% had 
been working in their current organisation for a period of less 
than 5 years and the remainder (56%) had been employed for 
more than 5 years.
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Source: Olckers, C. (2013). Psychological ownership: Development of an instrument. SA Journal of Industrial Psychology, 39(2), 1–10. https://doi.org/10.4102/sajip.v39i2.1105
Note: Chi-square = [554] 951.772, p < 0.0001, CFI = 0.90, RMSEA = 0.05.

FIGURE 1: The South African Psychological Ownership Questionnaire measurement model: Standardised parameter estimates for latent construct correlates, indicator (Q) 
and error (E) values.
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Sample 2 was newly acquired and consisted of 254 
respondents of which 66% were men and 34% were women. 
Of the sample, 54% were white respondents and 36% were 
Africans. The average age of the respondents was 39 years. 
Approximately 53% of the sample had obtained a tertiary 
education. Of the respondents, 82% functioned on a 
managerial level. In terms of employment tenure, 24% had 
been working in their current organisation for a period of less 
than 5 years and the remainder (76%) had been employed for 
more than 5 years.

Measure

The SAPOS consists of 35 items and represents four factors: 
self-identity, responsibility, autonomy and territoriality. The 
original item numbering reported in the study conducted by 
Olckers (2013, p. 10) was retained for the purposes of this 
study. Each item was scored on a six-point Likert-type rating 
scale (1 = strongly disagree; 6 = strongly agree). Satisfactory 
reliability coefficients of 0.94 for the identity subscale, 0.87 for 
both the responsibility and autonomy subscales and 0.78 for 
the territoriality subscale were reported (Olckers, 2013).

Procedure and ethical 
considerations
Participants from several organisations completed the 
questionnaire in their personal capacity and they gave their 
informed consent. The purpose of the research was explained 
to the respondents, and participation in the survey was 
voluntary. Data were collected by means of an electronic self-
administered questionnaire or hard copies of the 
questionnaire that were distributed. The confidentiality and 
anonymity of the respondents were respected at all times.

Analytical approach
A CFA factor analysis was used to test for the SAPOS 
measurement model for each of the samples, followed by 
BSEM to investigate the parameters that might have been 
misspecified, contributing to a significant chi-square value 
and consequently model rejection (Asparouhov et al., 2015). 
The MPlus Statistical Software Version 8.3 and the ML 
estimation method with robust standard errors (MLR) were 
used to conduct the CFA (Muthén & Muthén, 2017). The MLR 
can be applied effectively in the absence of multivariate 
normality assumption associated with self-report Likert 
measurement scales, which are essentially categorical and 
ordinal in nature (Schmitt, 2011). I relied on the highly 
recommended full-information ML and Bayesian estimators 
(a default option in MPlus 8 that, in accordance with the 
missing data theory, estimates models using all available 
data) to effectively account for missing data (Muthén & 
Muthén, 2017). Overall, 1.5% of data points out of the total 
data set were missing at random for Sample 2 and no data 
were missing for Sample 1.

The BSEM analysis allows for models to be modified 
progressively from a CFA model using a Bayes estimator to a 

full BSEM model that includes parameters with cross-
loadings and correlated residuals (Asparouhov et al., 2015). 
More details on the BSEM analysis process followed in this 
study can be found in Asparouhov et al. (2015, pp. 14–15). 
With BSEM analysis, fixed-to-zero parameters convert to an 
approximate fixed-to-zero parameter as the analysis 
progresses. Bayesian structural equation modelling analysis 
allows for preserving the CFA model while allowing the 
evidence in the data to drive parameters away from zero 
where such evidence exists. These results may then be used 
to evaluate the discrepancies between a hypothesised CFA 
model and the data (Asparouhov et al., 2015).

The first model (Model 1) consisted of a CFA model that did 
not specify cross-loading or correlated residuals: by 
implication all the parameters were fixed to zero. The second 
model (Model 2) consisted of a CFA model specifying small 
variance priors, resulting in normally distributed non-zero 
cross-loadings which could vary between being important 
(λ  < 0.30) and being near zero. The third model (Model 3) 
consisted of the cross-loading priors specified in Model 2 and 
additional potentially misspecified correlated residual 
parameters with small variances priors around zero.

Model 1 was obtained by running a CFA with a Bayes 
estimator with a diffuse or non-restricted variance prior 
setting that would equate the analyses with those of an ML 
CFA model. 

Model 2 was obtained by using sensitivity analyses of at least 
five runs, starting with normal distribution zero (0) priors 
with extremely small variances (0.001), depicted in MPlus as 
N (0, 0.001). The priors’ variances systematically increased 
with each run as follows: N (0 ,0.005), N (0, 0.01), N (0, 0.015), 
N (0, 0.02) and N (0, 0.025). The effect of the varying small 
variance priors for the factor cross-loadings on the 
measurement model fit was tested using posterior predictive 
p values (PPP values). Stable or diminishing returns in the 
difference of the chi-square values for the observed and the 
replicated data at a 95% confidence interval (lower 2.5% PP 
limit and upper 97.5% PP limit) signify that much of the 
model fit improvement is already gained at these prior levels 
and no further gains can be expected (Asparouhov & Muthén, 
2017, p. 14). The prior posterior predictive p-value (PPPP) 
was used to evaluate the plausibility of the small variance 
priors specified for the factor cross-loadings. A PPPP value 
exceeding 0.05 would mean that the small variance priors 
specified for the model were supported by the data 
(Asparouhov & Muthén, 2017). The small variance priors for 
the factor cross-loadings selected for Model 2 were included 
in Model 3.

Model 3 was obtained using the diagonal residual covariance 
matrix (θ) of the CFA model. The prior for the θ matrix is set 
as an inverse Wishart prior θ~IW(Dd,d) for each parameter, 
where d is the degrees of freedom and D is the residuals from 
the CFA in Model 1 (see detailed formulas in Asparouhov 
et al., 2015, p. 5). As d increases, the prior variances for all 

http://www.sajip.co.za�


Page 8 of 16 Original Research

http://www.sajip.co.za Open Access

parameters converge to zero and are equivalent to those of a 
CFA model with correlated residual parameters fixed to zero. 
Thus, with a large d the estimated BSEM model will be 
equivalent to the CFA model and will produce a PPP of zero 
(PPP = 0). Therefore, the model will be rejected, as will be the 
case with a CFA model that has a significant ML chi-square 
value. By reducing d, small variance priors can be added to 
the CFA model, resulting in a more flexible model. The data 
will determine if small correlated residual parameters are 
needed to obtain model fit. While keeping Model 2’s selected 
cross-loading priors intact, the inverse Wishart priors are 
varied systematically in a sensitivity analysis to produce a 
PPP that marginally exceeds the value of 0.05 while sustaining 
fast convergence. An ad hoc iterative process was followed in 
the sensitivity analysis with at least five iterations to obtain 
the required model. Based on Asparouhov et al.’s (2015, p. 6) 
recommendations, the starting value d was varied according 
to the sample that was analysed (e.g. d = 150 for N ± 254, d = 
350 for N ± 700). According to Asparouhov and Muthén 
(2017, p. 10), the PPPP value as implemented in MPlus only 
tests for minor parameters on factor loadings (λ) and is not 
applicable to the small correlated residual parameters tested 
in Model 3. Nevertheless, the inclusion of small variance 
correlated residuals in the model will be inclined to shrink 
the cross-loadings in the model and could affect the PPPP 
value.

The BSEM estimations were done with four independent 
MCMC chains using the Gibbs sampler. Model convergence 
was assessed using the potential scale reduction (PSR) factor 
diagnostic as well as the Kolmogorov–Smirnov test (K–S test) 
and a visual inspection of the parameter trace and density 
plots. Convergence was assumed when the PSR value was 
below or close to 1.05 and the quality and density of the trace 
plots suggested sufficient coverage and mixing of the chains. 
All model tests were started with 50 000 iterations, and, if 
satisfactory convergence was not obtained, the iterations 
were increased twofold until satisfactory convergence was 
obtained. Model fit was evaluated using PPP. The PPP value 
is defined as the proportion of the chi-square values of the 
simulated or replicated data that exceeds that of the observed 
data. A low PPP (< 0.05) indicates poor model fit, whereas 
PPP values of around 0.50 indicate very good fit (Muthén & 
Asparouhov, 2012). However, in this analysis, the objective 
was to achieve a PPP value slightly exceeding 0.05. A model 
that shows such a PPP value would be the model of interest 
as it is considered the BSEM model closest to the CFA model 
that fits well (chi-square of p > 0.05) and resolves all the CFA 
model’s misfits (Asparouhov et al., 2015, p. 6).

In accordance with the recommendations of Dunn, Baguley 
and Brunsden (2014), McDonald’s ω (omega) was used to 
estimate the scale internal consistency or reliability coefficient 
to overcome the limitations associated with the alpha 
reliability coefficient.

The SAPOS variables were standardised to form a uniform 
metric with a standard deviation of 1 and a mean of 0 to 
ensure that the scale does not interfere with the prior settings.

Ethical consideration 
Ethical clearance for the research was obtained from the 
Ethics Committee of the Faculty of Economics and 
Management Sciences at the relevant university. Individuals 
from several organisations took part in the research in their 
personal capacity and they gave their informed consent for 
participation. The purpose of the research was explained to 
the respondents and participation in the survey was 
voluntary. Data were collected by through electronic self-
administered questionnaire or hard copies of the 
questionnaire that were distributed. The confidentiality and 
anonymity of the respondents were respected at all times.

Results
Descriptive statistics for Sample 1 showed a mean item 
skewness of -0.96 and varied between -1.59 and 0.35. The 
kurtoses mean was 1.49 and varied between -1.19 and 6.24. 
Sample 2 showed a mean item skewness of -1.34 and varied 
between -2.58 and 0.16. The kurtoses mean was 2.37 and 
varied between -1.22 and 10.68. The ML robust and Bayesian 
estimators used in this study are known to be effective for 
non-normal distributions. 

The CFA fit statistics for Sample 1, using a robust chi-square 
statistic, were as follows: χ2 (554) = 1453.844*, RMSEA = 0.048 
(90% confidence interval [CI]: 0.048–0.051), CFI = 0.903, TLI = 
0.896 and SRMR = 0.050. In terms of the chi-square statistics’ 
results, the model should be rejected, but in terms of the GoF 
indices it could be interpreted as a marginal fit. There were 
no convergence problems, and all estimated parameters, 
standard errors, collinearity and residual variances that 
could have influenced the model fit statistics were checked 
for signs of abnormality.

The results of the BSEM analysis conducted on Sample 1 are 
presented in Table 1. With respect to samples 1 and 2, model 
convergence was tested after 50 000 iterations, and PSR 
convergence (1.05) and trace plots suggested acceptable 
convergence levels for models 1, 2 and 3 (see Figure 2 and 
Figure 3 for examples of trace and density plots for question 
22 loading onto the latent variable of territoriality for 
Model 3). The trace plot of the four chains should show clear 
mixing and the density plot should show a smooth normal 
distribution, suggesting acceptable convergence.

With respect to Sample 1, the BSEM model fit indices for 
Model 1 showed inadequate fit (PPP < 0.05) in a way that 
agrees with the ML CFA model fit. Model 2 also showed 
inadequate fit (PPP < 0.05); however, the lower (PP limit = 
2.5%) and upper (PP limit = 97.5%) confidence levels showed 
that at a 95% confidence interval, the difference between the 
observed and the replicated chi-square values had improved 
compared to Model 1. Model 2 also showed inadequate fit 
(PPP < 0.05), and the relative stable PPP difference values 
across the models tested suggested that the varying small 
cross-loading priors were insufficient to obtain an overall 
acceptable model fit. The PPPP value of 0.49 that was 
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TABLE 1: Bayesian structural equation modelling model fit statistics for Sample 1.
Model # pd PPP PPPP Lower 2.5% 

PP limit
Upper 97.5% 

PP limit
Difference in 

PP limit

Model 1
Bayes CFA model with no informative priors 111 111.29 0.00 n/a 1291.75 1448.15 -
Model 2
BSEM model with cross-loading priors N (0; 0.001) 216 156.33 0.00 0.00 1022.25 1192.99 170.74
BSEM model with cross-loading priors N (0; 0.005) 216 186.52 0.00 0.00 940.49 1108.06 167.57
BSEM model with cross-loading priors N (0; 0.01) 216 193.62 0.00 0.02 935.46 1102.17 166.71
BSEM model with cross-loading priors N (0; 0.015) 216 195.94 0.00 0.50 935.34 1102.57 167.23
BSEM model with cross-loading priors N (0; 0.020) 216 196.77 0.00 0.90 935.75 1102.85 167.10
Model 3
BSEM model with cross-loading priors N (0; 0.015) and 
correlated residuals (d = 350)

811 460.98 0.37 1.0 -86.08 116.49 -

BSEM model with cross-loading priors N (0; 0.015) and 
correlated residuals (d = 450)

811 434.51 0.16 1.0 -49.99 154.90 -

BSEM model with cross-loading priors N (0; 0.015) and 
correlated residuals (d = 500)

811 422.41 0.09 1.0 -32.97 171.27 -

#, number of free parameters; pd, estimated number of parameters; PPP, posterior predictive p-value; PPPP, prior posterior predictive p-value; PP limit, posterior predictive limit; CFA, confirmatory 
factor analysis; BSEM, Bayesian structural equation modelling.
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obtained in the sensitivity analysis for small variance priors 
N (0; 0.015) represented a good fit (PPPP > 0.05) and 
consequently was selected for inclusion in Model 3. According 
to Muthén and Asparouhov (2012, p. 317), a prior with a 
mean of zero and a variance of 0.015 should provide a 
maximum cross-loading at a 95% interval of approximately 
0.24. I assumed that the cross-loadings would not exceed 
0.30, which, in accordance with classical test theory, would 
represent a significant loading (Sass & Schmitt, 2010; 
Thurstone, 1947). Significant misspecifications of around 0.20 
can be considered noticeable and of some importance, and 
0.30 is considered important in terms of substantive classical 
test theory (Muthén & Asparouhov, 2012). Model 3 was 
identified as having a sufficient PPP value of 0.09 (PPP > 0.05) 
and an inverse Wishart prior of d = 500; therefore, the model 
can be interpreted as a CFA model that fits the data sufficiently 
well (Asparouhov et  al., 2015, pp. 7, 12). The data showed 
that the model misfit could be ascribed to random noise 
(white noise) caused by minor correlated residuals, with 98% 
of the values less than 0.10 (see Figure 4) (Asparouhov & 
Muthén, 2017). 

Only approximately 2% of correlated residuals were not 
within the range of 0.10 to -0.10, with the largest value being 
-0.13. In total, 50 of 595 correlated residuals were significant 
(95% credibility interval that does not contain zero), none of 
which can be considered substantive. Values around 0.20 
can be considered as substantive and ‘statistically 
significant’, which means that there is a 95% credibility 
interval (Asparouhov et  al., 2015, p. 7). The BSEM factor 
loadings and the cross-loadings for Model 3 and Sample 1 
are presented in Table 2. The results suggested a well-
defined factor model with strong target loadings (average = 
0.69, minimum = 0.48, maximum = 0.95) and small and non-
substantial cross-loadings (average = 0.006, range = -0.16 to 
0.16). The results further suggested that the significant chi-
square statistic, based on which the ML CFA model was 
rejected, was because of the accumulated effect of small 
residual correlations or white noise and that this model 
should actually be considered a good approximation of the 
data (Asparouhov et al., 2015). 

The CFA fit statistics for Sample 2, using a robust chi-square 
statistic, were as follows: χ2 (554) = 1075.83*, RMSEA = 0.06 
(90% CI: 0.055–0.066), CFI = 0.846, TLI = 0.835 and SRMR = 
0.066. In terms of the chi-square statistics results, the model 
should be rejected, and in terms of the GoF indices it could 
also be interpreted as a poor fit. Confirmatory factor analysis 
model fit indices are inclined to penalise complex models 
when fit is sought for smaller samples, and the likelihood of 
biased parameter estimates increases significantly (Wolf, 
Harrington, Clark, & Miller, 2013). There were no 
convergence problems, and all estimated parameters, 
standard errors, collinearity and residual variances that 
could have influenced the model fit statistics were checked 
for signs of abnormality.

With respect to Sample 2, the BSEM model fit indices (see 
Table 3) for Model 1 showed inadequate fit (PPP < 0.05) in 
a way that agrees with the ML CFA model. Model 2 also 
showed inadequate fit (PPP < 0.05), and the relative stable 
PPP difference values across the models tested suggested 
that the varying small cross-loading priors were insufficient 
to obtain an overall acceptable model fit. However, the 
PPPP values of 0.08, 0.32 and 0.62 obtained from the 
sensitivity analysis conducted supported small cross-
loading priors of 0; 0.02, 0; 0.025 and 0; 0.03, respectively. In 
line with the BSEM framework of Asparouhov et al. (2015), 
the model with cross-loadings that closely approximated 
zero and showed a convincing PPPP value was selected for 
inclusion in Model 3. A prior with a mean of zero and a 
variance of 0.025 should provide a maximum cross-loading 
at a 95% interval of approximately 0.31 (Muthén & 
Asparouhov, 2012, p. 317). Model 3 was identified as having 
a sufficient PPP value of 0.13 (PPP > 0.05); therefore, this 
model can be interpreted as having a sufficiently good fit. 
The data showed that the CFA model misfit could be 
ascribed mostly to white noise caused by minor correlated 
residuals. The results showed that 96.7% of the values were 
within the range of -0.10 to 0.10 (see Figure  5), that only 
approximately 3.3% of the correlated residuals were 
between the values of 0.10 and 0.162 and that only one 
value exceeded 0.162 at 0.21. In total, 18 of the 595 correlated 
residuals were significant (95% credibility interval that 
does not contain zero), of which one could be considered 
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TABLE 2: Bayesian structural equation modelling factor loadings for samples 1 and 2 of Model 3. 
Question 
number

Question I R A T Residual variances

S1 S2 S1 S2 S1 S2 S1 S2 S1 S2

Q6 I feel the need to defend my organisation to 
outsiders when it is criticised.

0.510† 0.491† 0.008 0.087 -0.067 -0.086 0.139† 0.092 0.748† 0.730†

Q9 I feel the need to support my organisation’s 
goals and policies.

0.481† 0.376† 0.157† 0.229† -0.048 0.107 0.024 0.025 0.705† 0.599†

Q12 I am proud to say that ‘this is my 
organisation’ to people whom I meet.

0.607† 0.714† -0.021 0.062 0.079 -0.007 -0.033 -0.066 0.576† 0.456†

Q24 I feel a strong linkage between me and my 
organisation.

0.738† 0.628† -0.098† -0.006 0.112† 0.109 -0.043 0.012 0.402† 0.492†

Q27 I feel as if this organisation is ‘MY’ 
organisation.

0.697† 0.454† -0.032 -0.018 -0.005 0.106 0.034 0.175† 0.534† 0.647†

Q31 I feel that I belong to this organisation. 0.832† 0.929† -0.036 -0.057 0.052 -0.028 -0.038 -0.066 0.278† 0.245†
Q34 I feel ‘at home’ in this organisation. 0.764† 0.844† -0.05 -0.02 0.107† 0.018 -0.094† -0.110 0.333† 0.309†
Q40 I feel totally comfortable being in the 

organisation.
0.694† 0.858† 0.068 0.009 0.081 0.009 -0.054 -0.023 0.389† 0.250†

Q43 I feel that this organisation is part of me. 0.880† 0.900† -0.058 -0.085 -0.004 0.014 -0.012 0.078 0.273† 0.218†
Q49 I feel I have a considerable emotional 

investment in my organisation.
0.548† 0.568† 0.084 0.053 -0.042 -0.052 0.041 0.132 0.676† 0.629†

Q51 I personally experience the successes and 
failures of the organisation as my successes 
and failures.

0.717† 0.490† -0.028 0.159† -0.096 -0.009 0.054 0.100 0.570† 0.614†

Q52 I feel I have a strong bond with the 
organisation.

0.953† 0.891† -0.046 -0.024 -0.134† -0.015 0.022 -0.026 0.262† 0.254†

Q55 I feel secure in this organisation. 0.683† 0.830† -0.043 -0.082 0.100 -0.042 -0.018 -0.136 0.467† 0.587†
Q56 I feel that I have common interests with my 

organisation that are stronger than our 
differences.

0.756† 0.843† 0.061 -0.049 -0.060 -0.071 -0.081 -0.012 0.434† 0.408†

Q61 I feel the need to be seen as a member of 
the organisation.

0.517† 0.411† 0.147† 0.216† -0.160† 0.032 0.143† 0.084 0.709† 0.622†

Q66 I feel that my personal values and those of 
the organisation are aligned.

0.666† 0.735† 0.031 -0.094 0.058 0.079 0.007 -0.005 0.484† 0.445†

Q16 I accept the consequences of my decisions in 
the organisation

-0.051 -0.092 0.686† 0.672† 0.052 0.015 -0.043 0.035 0.529† 0.589†

Q28 I take responsibility for my decisions in the 
organisation.

-0.025 -0.013 0.579† 0.617† 0.102 0.03 -0.010 0.022 0.624† 0.598†

Q47 I accept full responsibility for my actions 
within the organisation.

-0.005 0.024 0.817† 0.738† -0.032 -0.085 0.038 -0.020 0.355† 0.501†

Q48 I feel I should take the consequences of my 
work in the organisation.

0.039 -0.018 0.655† 0.697† 0.006 0.030 0.023 0.071 0.543† 0.481†

Q54 I accept ownership for the results of my 
decisions and actions.

0.013 0.047 0.762† 0.729† -0.011 -0.054 -0.011 -0.013 0.417† 0.471†

Q59 If the buck stops with me, I ensure that the 
task/complaint is resolved successfully every 
time.

-0.034 0.06 0.603† 0.593† 0.009 0.025 -0.042 0.004 0.646† 0.580†

Q62 If I cannot deliver on a task for whatever 
reason, I maintain the responsibility to find 
an alternative resource or solution.

0.029 0.097 0.611† 0.578† -0.005 0.035 -0.021 -0.073 0.612† 0.570†

Q63 I feel personally responsible for the work I 
do in my organisation.

0.049 0.02 0.684† 0.671† -0.023 0.096 0.023 -0.083 0.513† 0.464†

Q11 I have the freedom to schedule my work and 
determine how it is done.

-0.052 -0.041 0.028 0.063 0.679† 0.616† 0.015 0.067 0.569† 0.583†

Q19 I have the opportunity for independent 
thought and action.

0.011 0.038 0.067 0.007 0.672† 0.640† -0.102 -0.093 0.478† 0.568†

Q23 I take responsibility for my decisions in the 
organisation.

-0.033 -0.045 -0.043 0.073 0.742† 0.700† 0.014 -0.065 0.502† 0.511†

Q29 I am allowed to use my personal initiative 
and judgement in carrying out my work.

0.001 0.085 0.013 0.019 0.763† 0.740† -0.024 -0.098 0.407† 0.369†

Q38 I have almost complete responsibility for 
deciding how and when the work is done.

0.119 0.084 -0.018 -0.104 0.681† 0.686† 0.128† 0.149† 0.437† 0.447†

Q42 I have considerable opportunity for 
independence and freedom in how I do my 
work.

0.046 -0.008 0.042 -0.026 0.785† 0.782† 0.048 0.054 0.318† 0.398†

Q2 I feel I need to defend my work environment 
from others in the organisation.

0.024 0.122 -0.042 -0.065 -0.028 -0.028 0.479† 0.463† 0.765† 0.765†

Q22 I feel the need to protect my belongings 
from others in the organisation.

0.049 -0.006 -0.028 -0.046 0.037 -0.017 0.597† 0.679† 0.646† 0.557†

Q26 I feel that people I work with should not 
invade my work environment.

-0.085 -0.033 0.009 0.083 0.048 0.024 0.682† 0.502† 0.545† 0.728†

Q35 I feel the need to protect my intellectual 
property from being used by others in the 
organisation.

0.071 -0.05 -0.01 0.078 0.007 -0.015 0.675† 0.604† 0.544† 0.636†

Q39 I feel the need to discourage others to 
invade my work space.

-0.047 0.025 0.028 -0.096 0.039 0.053 0.805† 0.685† 0.368† 0.525†

Note: Bold values are substantive loadings.
I, Identity; R, Responsibility; A, Autonomy; T, Territoriality; S1, Sample 1, S2, Sample 2; Q, Question number.
†, Significant loadings (95% credibility interval that does not contain zero).

http://www.sajip.co.za�


Page 12 of 16 Original Research

http://www.sajip.co.za Open Access

substantive (r = 0.21). This value represented the correlated 
residuals for questions 55 and 56 (Q55 and Q56) of the 
questionnaire. 

Included in Table 2 is a presentation of the BSEM factor 
loadings and cross-loadings for Model 3 and Sample 2. The 
results suggested a well-defined factor model with strong 
target loadings (average = 0.67, minimum = 0.38, maximum 
= 0.93), 98% non-substantive (< 0.20) cross-loadings (average 
cross-loadings = 0.011, range = -0.14 to 0.23). The significant 
and substantive cross-loadings of 0.23 and 0.22 on the latent 
variable of responsibility involved Q9 and Q61, respectively. 
Considering that the items formed part of a more lengthy 
subscale and showed small cross-loadings in terms of 
generally accepted criteria for saliency or importance 
(λ  <  0.30), the effect on the structure of the overall 
measurement model should be minor.

The pattern of inter-correlations between the four latent 
variables of the SAPOS (see the BSEM model’s values below 
the diagonal line in Table 4) suggests well-delineated 

constructs with sufficient discrimination power for both 
samples 1 and 2. There was no evidence of over-factoring. 
Over-factoring is associated with high correlations (e.g. r > 
0.90) between latent variables after the inclusion of the 
small variance correlated residuals in the model 
(Asparouhov et al., 2015). Item cross-loadings as low as 0.13 
could lead to substantially inflated (biased) target factor 
loadings and factor inter-correlations when forced into the 
CFA model (Hsu et  al., 2014). When comparing the CFA 
model’s factor inter-correlations (see Table 4, above the 
diagonal) with the BSEM model’s factor inter-correlations 
(see Table 4, below the diagonal), the differences are 
negligibly small for both samples. Therefore, it can be 
concluded that model misspecification attributed to the 
item cross-loadings in the CFA model did not substantially 
bias the factor inter-correlations for both samples. The 
relatively higher inter-correlations obtained for the latent 
variables of identity, responsibility and autonomy and the 
low correlations obtained for the latent variable of 
territoriality for both of the samples are supported by PO 
theory (Olckers, 2013). 

TABLE 3: Bayesian structural equation modelling model fit statistics for Sample 2.
Model # pd PPP PPPP Lower 2.5%  

PP limit
Upper 97.5% 

PP limit
Difference in  

PP limit

Model 1
Bayes CFA model with no informative priors 111 110.57 0.00 n/a 735.52 901.73 -
Model 2
BSEM model with cross-loading priors N (0; 0.001) 216 130.81 0.00 0.00 660.00 832.45 172.45
BSEM model with cross-loading priors N (0; 0.005) 216 162.22 0.00 0.00 577.19 751.70 174.51
BSEM model with cross-loading priors N (0; 0.010) 216 175.60 0.00 0.00 560.75 734.19 173.44
BSEM model with cross-loading priors N (0; 0.015) 216 182.00 0.00 0.00 556.55 730.70 174.15
BSEM model with cross-loading priors N (0; 0.020) 216 185.69 0.00 0.08 555.66 729.77 174.11
BSEM model with cross-loading priors N (0; 0.025) 216 188.01 0.00 0.32 555.79 729.80 174.01
BSEM model with cross-loading priors N (0; 0.030) 216 189.51 0.00 0.63 556.35 730.47 174.12
Model 3 
BSEM model with cross-loading priors N (0; 0.025) and 
correlated residuals (d = 150)

811 394.77 0.29 1.0 -76.58 129.60 -

BSEM model with cross-loading priors N (0; 0.025) and 
correlated residuals (d = 200)

811 366.64 0.13 1.0 -42.66 158.89 -

BSEM model with cross-loading priors N (0; 0.025) and 
correlated residuals (d = 250)

811 346.04 0.04 1.0 -46.442 154.17 -

#, number of free parameters; pd, estimated number of parameters; PPP, posterior predictive p-value; PPPP, prior posterior predictive p-value; PP limit, posterior predictive limit; CFA, confirmatory 
factor analysis; BSEM, Bayesian structural equation modelling.
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FIGURE 5: Correlated residuals for Sample 2.
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The omega reliability coefficients reported in Table 4 (see 
greyscale cell values on the diagonal line) for the SAPOS 
appear to be of an acceptable magnitude for both Samples 1 
and 2 (Dunn et al., 2014). Reise, Bonifay and Haviland (2013) 
proposed a value close to 0.75 or higher as the preferred 
value.

In summary, the results suggested that the rejection of the ML 
CFA model might have been partly because of small cross-
loadings but particularly because of the accumulated effect 
of  small and random residual correlations, and that the 
model should, therefore, be considered a good approximation 
of the data.

Discussion
Outline of results
The purpose of this study was to explicate the SAPOS’s CFA 
measurement model fit using BSEM, a methodology that has 
only recently been adopted by researchers in the field (De 
Beer & Bianchi, 2017; Dombrowski, Golay, McGill, & Canivez, 
2018; Reis, 2017). The current study is highly relevant given 
the increased awareness of the incorrect use of CFA model fit 
indices and of the negative implications that ill-defined 
measurement models can have on research findings in the 
social sciences (Greiff & Heene, 2017; Perry et al., 2015). It has 
been a common practice to blindly reject the important ML 
chi-square statistical result on the basis that it is an 
oversensitive indicator of model misspecification (Barrett, 
2007; Ropovik, 2015). Considering that the GoF indices, 
which researchers have strongly relied on, have been shown 
to be unreliable, the implications of ignoring the only reliable 
statistic (i.e. the chi-square statistic) may have had dire 
consequences for the validity of PO research findings (Barrett, 
2007). Based on the aforementioned, there have been renewed 
calls for more in-depth analyses of local parameter 
misspecifications of measurement models (Greiff & Heene, 
2017; Hayduk, 2014; Heene et al., 2012; Ropovik, 2015). In the 
current study, BSEM proved to be a valuable diagnostic tool 
for studying the significance and substantiveness of model 
misspecification at a local parameter level.

The results of the current study show that the SAPOS 
measurement model is supported by the data obtained, and 
that the significant ML chi-square obtained for both samples 
can to a large extent be ascribed to the effect of random noise 
on the correlated residuals and small cross-loadings. The fact 

that the powerful new PPPP statistic for small variance priors 
has not rejected the assumption that the parameter cross-
loadings are non-substantive and near zero further supports 
the notion that model misfit can be ascribed to the effect of 
random noise (Asparouhov & Muthén, 2017). In addition, the 
non-rejected PPP values in Model 3 provide strong support 
for the notion that most of the misfit in the ML CFA model 
can be attributed to the accumulated effect of a large number 
of minor residual correlation misspecifications (Asparouhov 
et al., 2015). There would therefore be no reason to shorten 
the scales or to subsume the strongly criticised data-driven 
approach of freeing correlated residuals sequentially for the 
sole purpose of improving the CFA model fit. This study has 
shown that the overgeneralised CFA’s GoF indices’ cut-off 
values would have incorrectly led to the erroneous rejection 
of the SAPOS measurement model, especially with respect to 
the smaller sample, while the data actually represented the 
model reasonably well. More specifically, Sample 2 has 
shown two small but substantive cross-loadings. Moreover, it 
appears that there is a logical explanation for these 
ambivalences as the overlap between the variables of 
responsibility and identity is strong overall (see Table 4). The 
overlap makes theoretical sense as the constructs are related 
(Olckers & Van Zyl, 2017). The shared variances of these 
constructs lead to some level of construct-relevant association 
with the items that cross-load. Morin, Katrin Arens and 
Marsh (2015, p. 20) state that ‘factors are specified to influence 
the indicators rather than the reverse’. Therefore, a small 
cross-loading that is in line with theoretical expectations is 
seen as a shared construct-relevant variance that supports 
the nature of and does not taint the construct. Furthermore, 
the CFA model for the SAPOS showed negligible bias in the 
factor inter-correlations because of misspecified factor 
loadings (cross-loadings) for both samples. 

The results show that many minor correlated residuals 
account for most of the model misfits in the ML CFA model of 
the SAPOS. One noticeable correlated residual on the SAPOS 
is for Q55 and Q56 (Q55: ‘I feel secure in this organisation’ 
and Q56: ‘I feel that I have common interests with my 
organisation that are stronger than our differences’). The 
existence of isolated correlated residuals that are substantive 
can be ascribed to methodological artefacts resulting in 
variance unrelated to the construct, such as negative wording, 
adjacency effects, question order, parallel wording and 
similar contexts (De Beer & Bianchi, 2017; Reis, 2017). While, 
multiple and substantive correlated residuals may be a sign 

TABLE 4: Inter-correlation (covariance) matrix for the latent variables as produced by the confirmatory factor analysis and Bayesian structural equation modelling models.
SAPOS Factors Sample 1 (N = 712) Sample 2 (N = 254)

I R A T I R A T

I 0.933 0.438† 0.647† 0.005 0.935 0.574† 0.721† 0.194†
R 0.445† 0.893 0.412† -0.012 0.564† 0.881 0.566† 0.113
A 0.616† 0.378† 0.883 -0.037 0.710† 0.556† 0.888 0.243†
T 0.015 -0.021 -0.100 0.774 0.205 0.150 0.249 0.766

Note: Values in bold on the diagonal line are omega reliability coefficients.
Bayesian structural equation modelling model inter-correlation coefficients are located below the diagonal line. The omega reliability coefficients for the BSEM model are located on the diagonal 
line. The CFA model’s factor inter-correlations are located above the diagonal line. 
I, Identity; R, responsibility; A, autonomy; T, territoriality.
†, Significant correlations (95% credibility interval that does not contain zero).
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of additional factors not modelled (Heene et  al., 2012), the 
exact reason for the correlated residual variance in Q55 and 
Q56 is not clear; however, adjacent effects or question order 
may to some extent explain this variance as the questions 
follow each other directly. The two residuals also show a 
significant correlation in Sample 1, although the effect is 
much less pronounced and considered minor and non-
substantive (r = 0.12). Overall, the slight correlated residual 
outlier appears to be an isolated incident that has little effect 
on the overall model fit and can be monitored in future 
studies with new samples. 

The evidence from this study suggested that substantive 
misspecifications of the factor indicators or item cross-
loadings, inflated factor inter-correlations, isolated 
substantive correlated residuals, the possibility of missing 
factors, over-factoring, item redundancy in factors and other 
substantive nuisance factors in the SAPOS CFA measurement 
model should be of little concern.

Contribution and practical 
implications of the study
With the aim of improving the existing PO theory, this study 
displayed a very important and relevant shift from the 
loosely applied CFA global model fit dogma to the detailed 
examining of local parameter misspecifications or flaws 
(Greiff & Heene, 2017; Hayduk, 2014; Hayduk et al., 2007; 
Heene et al., 2012; Ropovik, 2015; Saris et al., 2009). Instead 
of focusing on the global statistics of ‘model fit’, this study 
focused on understanding the details of ‘the model 
providing the (mis)fit’, which may have substantive 
theoretical implications supported by plausible evidence 
(Hayduk et al., 2007). The findings of the study are relevant 
to previous and future research on PO. In reviewing the 
existing literature, the author identified the apparent drive 
to obtain sufficient model fit using shorter PO measures 
while risking construct representativeness and construct 
generalisability. Apart from taking account of target factor 
loadings, applied science researchers rarely recognise that 
CFA model misspecifications involve a large number of 
parameter estimates (i.e. correlated residuals and cross-
loadings) that need rigorous investigation before substantive 
conclusions about model fit and the underlying theory can 
be made (Greiff & Heene, 2017; Ropovik, 2015). When 
researchers rigidly apply CFA assumptions in the face of 
imperfect factor indicators, the development of plausible 
measurement models that sufficiently represent theory and 
the realities of social phenomena is strewn with difficulties 
(Asparouhov et al., 2015; Marsh et al., 2010; Ropovik, 2015). 
Where lengthy and multidimensional measures such as the 
SAPOS need testing, indiscretion in the application of CFA 
assumptions and global fit indices further escalates the 
problem of questionable theoretical deductions (Marsh 
et al., 2004).

In this study, the extent and reasons of parameter 
misspecifications in the SAPOS measurement model were 

investigated for the first time using two independent study 
samples. This study provided important evidence concerning 
the plausibility of the theoretical deductions that can be made 
after distinguishing between the substantive and non-
substantive misspecifications within the framework of 
substantive classical test theory (Asparouhov et  al., 2015; 
Muthén & Asparouhov, 2012). Plausible deductions about the 
structural validity of the SAPOS measurement model could 
be made with more confidence after accounting for the effect 
of non-substantive misspecifications or noise on the 
significance of the chi-square statistic and the relatively weak 
and unreliable global model fit indices values. This study 
supplied new, important and detailed evidence to support 
the SAPOS CFA measurement model as a plausible 
representation of postulated theory using BSEM. The findings 
suggest that the SAPOS can be used in related studies without 
shortening the measure for the sole purpose of improving the 
CFA’s GoF indices values and sacrificing construct coverage 
that may have impact on the SAPOS’s validity. 

Conclusion
As demonstrated by the findings of this study, a parallelism 
may be drawn between the problem associated with ML CFA 
chi-square fit indices and the ideas suggested by Cohen 
(1994) in his article ‘The Earth is Round (p < 0.05)’. In both 
cases, the notion is that strictly applying the p < 0.05 cut-off 
value for statistical significance and a null hypothesis may 
lead to rejecting small and irrelevant differences from the 
null hypothesis (Hoijtink & Van de Schoot, 2018, p. 1). This 
problem has been addressed in BSEM model by allowing for 
small deviances from the zero variances of the null hypothesis 
that more realistically represent the phenomenon being 
studied and also by allowing for some ‘wiggle room’ 
(Hoijtink & Van de Schoot, 2018, p. 1) when applying the 
traditional null hypothesis. The findings of this study, as well 
as of related studies that have been published recently, 
provide strong support for the effectiveness of the BSEM 
technique as a diagnostic tool for determining model 
misspecification in ML CFA studies (De Beer & Bianchi, 2017; 
Dombrowski et al., 2018; Reis, 2017). 

In this study, the SAPOS measurement model fit was 
explicated using two independent samples, and the findings 
suggested that a rejection of the CFA model based on a 
significant chi-square statistic and the unreliable GoF indices 
would be unrealistic and unfounded in terms of substantive 
classical test theory.

Study limitations and future 
research
Plausible alternative models (e.g. second-order and bifactor 
models) were not investigated in this study. It is recommended 
that future studies should focus on alternative models. The 
sample in the current study was limited to a South African 
population group, and the SAPOS measurement model may 
not be generalised to other population groups.
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